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ABSTRACT

Limiting the analysis to the exploitation of the second
order statistics of the complex data, the optimal Spatio-
Temporal (ST) receivers in stationary contexts are Linear
and Time Invariant (TI). However, for (quas)-
cyclostationary observations, it is now well-known that the
optimal ST complex receivers become (poly)-periodic (PP)
and, under some conditions of non circularity, Widely
Linear (WL). Using these results and the fact that PP
filtering is equivalent to FREquency SHifted (FRESH)
filtering, the purpose of this paper is to present a new ST,
PP and WL receiver structure, very useful for applications
such as passive listening or source separation, taking into
account the potential (quasi)-cyclostationarity and non
circularity properties of the observations. This new cyclic
receiver may be implemented either blindly or from the a
priori knowledge or estimation of the useful signal steering
vector. The performance computation of this new cyclic
receiver shows off the great interest of the latter in
cyclostationary contexts and its great capability of
inter ferences rejection even from a one sensor reception.

1. INTRODUCTION

extension of the well-known Generalized Sidelobe
Canceller [7] has been introduced.

The purpose of this paper is to present a new ST, PP
and WL receiver structure, very useful for applications
such as passive listening or source separation, taking into
account the potential (quasi)-cyclostationarity and non
circularity properties of the observations. This new cyclic
receiver, belonging to the class of MMSE-based cyclic
receiver and called Hybrid MMSE (HMMSE) Cyclic
Receiver, may be implemented either blindly or from the a
priori knowledge or estimation of the useful signal steering
vector. The performance computation of this new cyclic
receiver shows off the great interest of the latter in
cyclostationary contexts and its great capability of
interferences rejection even from a one sensor reception.

2. PROBLEM FORMULATION

Consider an array oN Narrow-Band (NB) sensors
and let us calk(t) the vector of the complex envelopes of
the signals present at timteat the output of the sensors.
Each sensor is assumed to receive the contribution of a
useful cyclostationary signal, a cyclostationary jammer
and a background noise. Under these assumptions, the
observation vectox(t) can be written as

Limiting the analysis to the exploitation of the second
order statistics of the complex data, the optimal ST y() = g(t) d B9 W)g 4 () d BATR) 3 4 )
receivers in stationary contexts are Linear and TI.
However, for (quasi)-cyclostationary observations, it igvhereb(t) is the noise vector, assumed spatially white and
now well-known [1] that the optimal ST complex receiversstationary,s(t), Awg, o ands are the complex envelope,
become PP [2] and, under some conditions of noassumed zero-mean and cyclostationary, the carrier
circularity [3], WL [4]. The interest of optimal PP and WL residue, the phase and the steering vector of the useful
filters in the digital radiocommunication context has beesignal respectively, whereg#t), Aw;, ¢ andJ are the
presented in [2] for temporal filters and in [5] for spatiakcomplex  envelope, assumed Zzero-mean and
filters, assuming a training sequence is available for thgyclostationary, the carrier residue, the phase and the
useful signal. More recently, assuming the a priorsteering vector of the jammer respectively.
knowledge or estimation of the useful signal steering Under the previous assumptions, for a given ST
vector (passive listening, source separation...), the interegservation ML X 1) vector Xst(t)
of PP and WL ST filters has been analysed in [6], where® X(©)T, x(t = T9T,.... x(t = (L - )TT) T, whereT is the
cyclic LCMV beamformer corresponding to a cyclicsample period, using the fact that PP filtering is equivalent

2.1)



to FREquency SHifted (FRESH) filtering [2], the general + + +

output of aM-th order PP filter is defined by [6] y(©) = H SO +HJ(0) +H B 3.2)

If we call signal of interest at the output of H all the terms

of y(t) which are proportional teyt), it is obvious that the
termsH 'J(t) andH 'B(t) belong to the total noise terms at
the output ofH whereas the terrHTS(t) contains both
useful and noise components. Applying the projection
theorem on the useful complex signgl(t) at each
component ofS(t), with the inner productu(t), v(t)) =
<E[u(t)v(t)*]>, where the symbol <.> corresponds to the
time average operation, the vec8ft) can be written as

M
YO =hy'xsr® + Y hoylxsr(t - Apym &7
m=2
(2.2)

where, for I< m< M, hyis a (\L x 1) Tl complex filter,
{m= %1 withx 18 x andx 12 x (complex conjugate),
An is a delay andr, is a cyclic frequency. Note that the
1st-order PP filter, defined by (2.2) witti = 1, is the
classical Linear and Tl ST filter, whereas fdr> 1, the
Mth-order PP filter defined by (2.2) is Linear if all thg S(t) = xg(t) S+1(t) (3.3)
are equal to 1 and WL in the other cases, Tl if allathe
are zero and PP otherwise, Tempordl i 1, Spatial ifL
= 1 and all thé\, are zero and ST in the other cases.

where <E[(t) xs(t)*]> = 0 andS is a time-independent
vector which components are the coefficients xg(ft)
For given values of andN and for given observations appearing in the ort_hogonal projection of the _components
xst(t), the general problem of finding the optimdith  OF () 0nxs(t). Inserting (3.3) into (3.2) we obtain
order PP filter consists to find the quantitigs, Am, {m y() = xt) HTS+ i ) + HTJ(t) + HTB(t) (3.4)
andapy, 1< m< M, such that the outpyft), defined by
(2.2), gives the best restitution or estimation of the useful L HTS+ HTB t 35
signalxg(t) 4 s(t) e|(A“’0t+‘pO), in a particular performance S(A) 0 (3:5)
criterion sense, under the constraint of the knowledge wfereBr(t) = I(t) + J(t) + B(t). It then becomes obvious
more or less a priori information on the signals. In thighat thesignal of interest at the outﬁzut of H corresponds to
paper, no useful training sequence is assumed to be a prite termxs(t)HTS and the ternH 'BT(t) is a noise term.
avalaible andat most the steering vectos, of the useful From these results the Signal to Total Noise Ratio (Signal
signal is assumed to be a priori known. to Interference plus Noise Ratio or SINR) at the output of
3. PERFORMANCE CRITERION H, SINRMH], can bg dgfmed and is taken in the paper as
A the performance criterion
Defining the MNL x 1) vectorsH = [hyT, hoT, ..., A top ot
hyT]T andX(t) 2 [XST(t)TyZeXp(jZTGZt) Xs7(t - Az)Zz T, SINRH] £ mgH'S“/H'RgrH (3.6)
oy exp(i2rogt) xst(t = Ay)SM T]T, the expression (2.2 A A
cnbourtenas M Pression (22) wherens & <E[s2l> and Rer 2 <E[Br(OBT()>
+ Note thatH anduH have the same output performance and
y(t) = H'X(1) (3.1) it is easy to verify that

The quality of the restitution ofy(t) by y(t) could be SINR[H] = ng / MSEH /STH] (3.7)
evaluated by computing the Mean Square Error (MSE) ]
betweeny(t) and xt), as it is done for example in [2]. Which unifys the SINR and the MSE,TWhere.MEIE[
However while H and pH, where p is an arbitrary Corresponds to the MSE betW?"s(t) andH 'X(t). Finally,
constant, are equivalent filters, since they give the sanffroducing Rx = <E[X()X(t)']> and rxs = <E[X(?)
output contrast between the useful signal and the tot’(t) >, the SINRH] can also be written as
noise (jammer plus noise), or, for digital useful signals, the B t + t
same output Bit Error Rate (BER), they don't give the SINRH]= (IH rxd“/mg) /[H RxH = (|H 'rxd/mg)]
same MSE. This result means that generally, the MSE (3.8)
betweeny(t) andxg(t) is not a good criterion to evaluate 4, OPTIMAL M-TH ORDER PPFILTER
the performance of the filtéd. ) ) )

To find a good alternative to the MSE criterion, let us ~ From (3.6), it becomes obvious that the optimal M-th
introduce the MINL x 1) vectors(t), J(t) andB(t) defined order PP filterHo, is non unique and defined by
in a same manner ax(t) but with the vectorxsr(t) : -1 o _ _1
replaced by the vector containing only the useful signal, Ho= M1 ReT S = H2Rx"Ixs (4.1)
the jammer and the noise contribution KsT(f) \here g and pp are arbitrary constants, while the
re:?‘t[.:ecnvely. With these definitions, the outp() can be aximal output SINR is given by
written as



SINR, A s STRng S (4.2) one corresponding to the choice of the best reference
signal dp(t), from the data and at most the vector s, and the
The expression (4.1) shows that the optimal M-tisecond one being the optimization of the MSE (5.1). Note
order PP filterdd, correspond to the filters proportional to that the problem which is addressed in [8] is the one which
the M-th order PP Wiener filter, obtained foy = 1. The isaddressed in this section but withM =1andL =1, i.e.
implementation of this optimal filteHy requires the a only with classical Linear, Tl and Spatial complex filters.
priori knowledge or estimation of the vectdBsor rys, _ )
which seems itself to require the a priori knowledge of 82 M-th order PPHMMSE filter expression
useful training sequence as soorMis> 1. However, for Defining xo(t) by Xo(t) A Xs(t _AO)ZO g2t and the
applications such as t_he_ passive listening, tra'”'”Q\/INL x NL) Matrix ryyo by rxgg 2 <E[X(1) xo(t)T]>, the
sequences are not a priori available aa'dmost the  M-th order PP HMMSE filter, Hpy, solution of the
steering vectors of the signals may be a priori estimated. H?evious problem, can be written as
such situations, the M-th order PP Wiener filter seems
difficult to pe implemented directly and a.lternative M.-th Hhy = R;<1 o No (5.3)
order PP filters have to be found. A first alternative,
corresponding to the M-th order PP GSLC (cyclic GSLC), In these conditions, for given values of M, L and N,
has been proposed recently in [6] and has been showntli problem is to choose the vector hg and the quantities
give relatively weak gain in performance with respect t¢2m,{m.0m), 0 < m < M, such that the SINR at the output
the well-known Linear and TI Spatial Matched Filter, duedf Hny is as high as possible and, if possible, maximized
to the strong constraints imposed to the useful signal. pver al the filters H, in which case, Hpy and Hp would
the next section we propose a second alternative, the M@fincide.
orQer PP HMMSE filter (HMMSE Cyclic Receiver), 5.3 Parameter s optimization
which seems to be much more powerful than the Cyclic

GSLC. A necessary and sufficient condition féipy, to
coincide with Hg is that the vectorrx,hg becomes
5.M-TH ORDER PPHMMSE FILTER proportional to the vectos. Using (2.1) into (5.2) and

. taking into account onlyN x 1) spatial vectors fong, we

5.1 Problem description deduce from (3.4) and (5.2) the expressiorkgho, given

The alternative PP filter proposed in this section aimgy )
at trying to implement the M-th order PP Wiener filter rxxoho = <Ex(t)xg(t — g)%0"] 120t (LoTh) s
from, at most, the a priori knowledge of the useful signal ot 2ot /Lot
steering vectos. More precisely, as it has already been *+ <E[I(t) xg(t = Ag)°0] € 1505 (s°0"hy)
done in [8] for Linear and Tl filters, the idea of this section
consists, firstly, to try to estimategmod useful training
sequencedp(t), from the data andat most, the a priori T -2t
knowledge ofs, and, secondly, to implement the M-th <E[B() b(t - 89)0"] 20> g (5.4)
order PP filter which minimizes the MSE betwedj(t) From this expression, we deduce that a necessary and
and the filter output. In other words, the problem weyfficient condition for the component proportional to S
address in this section is to find the M-th order PP filter not to be nulled is that the term (sZOThO) is not zero and
such that the outpu(t), defined by (3.1), minimizes the that the parameters (Ag.{o,0lp) are such that the cyclic
MSE, MSE[o(t), H], defined by correlation function of xg(t) associated to these parameters

A to 2 is not zero. In other words, the parameters (Ag,{p,0g) must

MSE[dp(t), H] = <E[ldo(t) - H X(®)[]> (5.1)  peassociated to a cyclic frequency of the useful signal.

On the other hand, due to the stationarity of b(t), the
term of expression (5.4) associated to the noise vector B(t),
_ becomes zero provided that for each value of m (1< m<

do(t) = ho xsr(t - Ag)%0 2TT0t (52 M), (Bmdm0m) is different from (Ag,2o,00).

Besides, the term associated to the jammer in the
and where the choice of the (NL x 1) vector hgy and the expression 25_4) becomes nulled if (3°0'hg) or if <E[J(t)
quantities (Am,{m,9m), 0 < m< M, must be optimized. The Xj(t - Ny O*] e—JZT[C(Ot> is zero, the latter situation

filter H solution of this problgm. is gid hybrid since iF is generally occuring when the signal and the jammer do not
the result of two cascaded optimization problems, the first  g51e any cydlic frequency.

+ <E[I() X(t - Ag)°0] 20t (5%0Th )

where the training sequendg(t), built from the data, has
the form



Finaly, under the previous conditions, the term the averaged MSE between the estimated training
associated to the vector I (t) in (5.4) becomes zero for some  sequence and the filter output. The conditions under which
particular choices of parameters (Am,{m:0m) (0 £ m< M) the new filter implements the M-th order PP Wiener filter
and for some useful signal modulations. (optimal in a SINR maximisation sense), either blindly or

Thus, when all the previous conditions are verified, from the a priori knowledge of, have been given. The
Hhy and Hocoincide. In this case, we can show [1] [5] thaperformance illustration of this new filter shows the great
the gain in performance obtained in usttgy instead of a interest of the latter for passive listening or blind source
classical Linear and TI filter increases as the cycliseparation in cyclostationary contexts.
correlation coefficient of the jammer associated to th
parameters Xn,{m,0m) (1 £ m £ M) increases, which
gives a new information for the choice &{,{mn,0m) (1<
m < M). The filter Hpy will be blind if no useful signal
information is used to construby and informed in the
other cases.

6. EXAMPLE

To illustrate the previous results, the figure 1 show
for N = 1 andN = 2, the variations of the SINR at the
output of the classical Linear and T1 Wiener filtht £ 1),
noted (W), and at the output of the HMMSE filter, notec
(H), as a function of the produdixAfj, whereTs is the
symbol duration of the useful signal af{ is the carrier 2O e
residu of the jammer, for BPSK useful signal and jamme Ts x carrierl
which pulse functions are 1/2 Nyquist filters with a roll off

equal to 1. The useful signal impinges on the array at %ig 1 - gNRat the output of the HMMSE Cyclic (H) and
from broadside witi\fs = ¢s = 0, SNR (Signal to Noise  Cjassical Wiener (W) receiver as a function of TeAfj, for

Ratio) = 5 dB and's = 6Te. The jammer impinges on the N=1and?2
array at 5° from broadside witj = 0, JNR (Jammer to
Noise Ratio) = 20 dB and a symbol duratign= Ts. The REFERENCES
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