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ABSTRACT

Quantisation is used in video coders such as MPEG in
association with rate control scheme to regulate the data
rate of compressed video bit stream entering the trans-
mission bu�er. When the transmission data rate is lim-
ited the quantiser has a crucial e�ect on video data rate
and video quality. The quantiser step size is generally
determined by a linear non-adaptive method with re-
spect to the bu�er occupancy. In this paper, we invest-
igate in the framework of rate-distortion theory two ad-
aptive nonlinear quantiser control functions, sigmoidal
and unimodal, which achieve superior video rate con-
trol performance while maintaining similar video qual-
ity to the linear case. Their performance for video rate
uctuation has also been analysed in both analytic and
experimental ways.

1 INTRODUCTION

The quantiser controls the data rate (or bu�er occu-
pancy) of the current coded picture in a feedback loop,
typically in a bu�er-based MPEG (Motion Picture Ex-
perts Group) video encoder. This bu�er-based scheme
can be used both for constant and variable bit rate video
applications. Much research for constant bit rate (CBR)
applications has focused on two di�erent approaches;
adaptive quantisation [1, 2, 3] and control theoretic ap-
proaches [4] which enable the video encoder to control
its output data rate to match the �xed rate channel.
Several di�erent quantiser control functions have been

proposed so far. They can be classi�ed into linear [5],
piecewise linear [2, 4] and nonlinear [1, 3]. Recently, two
representative nonlinear control functions have been re-
ported; sigmoidal and unimodal which will be analysed
in the following sections.
For block transform coding operating on 1st-order sta-

tionary Gauss-Markov sources, it is di�cult to solve ac-
curately the relationship between the entropy of trans-
formed picture data and the quantisation distortion,
since the entropy and the distortion are related to each
other through the quantiser (step size). In feedback
bu�er-quantiser rate control schemes the occupancy is
the only variable parameter to control or adjust the

quantiser step size in the rate-distortion sense. However,
the rate-distortion analysis derives the resulting distor-
tion for a given data rate not from the quantiser step
size or the bu�er occupancy but from the variance of
the data to be quantised. The distortion in practice
needs to be determined in terms of the quantiser step
size derived as a function of the occupancy. This paper
attempts to bridge this gap and improve the design of
quantiser control functions.

Although digital video rarely has Gaussian statistics,
the rate-distortion function, D(R), is interpreted as the
upper bound to the actual rate-distortion performance,
since, it is known that the rate-distortion function for
non-Gaussian sources, D(R)N , has the following rela-
tionship with that for Gaussian sources, D(R)G, that
is, D(R)N � D(R)G [6]. With this practical use of
the rate-distortion function, we analyse the two quant-
iser control functions for D(R)G rather than D(R)N for
mathematical tractability. In this paper D(R)G will be
expressed in terms of the bu�er occupancy not the data
rate. Furthermore, the functions will be evaluated with
respect to the control performance over the occupancy
uctuation. Simulation results will also be presented, to
indicate which quantiser control function is more suit-
able for realistic video data.

2 Nonlinear quantisation and its

rate-distortion theoretic background

Although the distribution of DCT video data may di�er
considerably from Gaussian pdf, we use the following
rate-distortion function [6];

D(R)G = 2x2
�2R�2x (1)

where R is the available bit rate. D(R)G is the rate-
distortion function for a memoryless zero-mean Gaus-
sian source N (0; �2x) with the variance �2x. 2x is the
spectral atness measure which represents the correla-
tion in the source data. For simplicity, it is set to 1,
i.e. implying a memoryless source since it is assumed to
be constant. In the following sections, two performance
criteria will be examined; the rate-distortion functions



for the sigmoidal and the unimodal functions and the
bit rate uctuation property of these two functions.

3 Rate-Distortion functions, Ds(R) and Du(R)

3.1 Preposition 1: the bu�er occupancy

Let r be the bu�er occupancy, with a range of real values
0 to 1, be represented as a function, r = f(B;RT ; �

2
x).

Here, B andRT , respectively, represent the bu�er size in
bits and a given data rate in bits per pixel which are set
to constant values in most CBR applications. Therefore,
it can be simpli�ed to r = f(�2x), which means that the
bu�er occupancy r is the function of the source variance,
�2x. We introduce the short-term source variance, �2x�t,
which represents the variance during the short period
of time, �t, in relation to the long-term variance, �2x.
For a speci�c RT value, Eqn. 1 reduces to D(R)G =
2�2RT�2x = H�2x where H is a constant. This signi�es
that the distortion is given by the only variable �2x, i.e.
D = g(�2x) where g( ) is an arbitrary function. Let r(�t)
be the short-term occupancy. Then, we can describe
the occupancy, r, with respect to the variance �2x; if
�2x�t > �2x then r(�t) increases, if �2x�t < �2x then it
decreases, otherwise, it remains unchanged. Thus, the
occupancy equation can be given as follows:

r = r0

�
�2x�t

�2x

�b

(2)

where r0 is the initial occupancy at t = t0. The index b

represents the behaviour of the bu�er occupancy, which
is determined by the bu�er size. If the bu�er size is small
the b value should be large enough to correctly describe
the variation of r. Note that the initial occupancy r0 is
multiplied by the variance ratio rather than added to it.
Since �2x�t = k�2x, the real value k should be positive. If
k is close to 1, Eqn. 2 results in r = r0 for an arbitrary
value of b.

3.2 Preposition 2: the relationship between the

bit rate and the occupancy

Let R and q� be the available bit rate depending on
the occupancy r and the quantisation step size for the
picture �, respectively. For arbitrary functions, f( )
and g( ), the relationship between the bit rate and the
quantisation step size can be given as follows:

R = f(q�) = f(g(r)) = RT

1

q�
�

; (� � 1) (3)

where � is a positive integer to determine the nonlinear-
ity of Eqn. 3. Note that R is di�erent from RT ; RT is
a constant channel rate, however, R is the available bit
rate determined by the quantiser step size, Eqn. 3. If
Eqn. 3 has a quadratic term, it will be given as follows:

R = RT

�
u

q�
+

v

q2
�

�
(4)

where u and v are the parameters which must be op-
timised. Bigger � values introduce more nonlinear rela-
tionship between R and q�. However, since the resulting
rate-distortion function is given by the similar variable
r, � is set to 1 for simplicity. The function, g(r), spe-
ci�es the relationship between the occupancy and the
quantiser step size. This relationship can be either lin-
ear or nonlinear and we discuss two nonlinear functions:
sigmoidal and unimodal.

3.3 Analysis of Ds(R) and Du(R)

From Eqn. 3 the quantiser step size, q�, is replaced with
qs or qu according to the de�nitions of sigmoidal and
unimodal [3] functions as follows:

qs =
1

1 + exp(��(rs � 0:5))
(5)

qu = r1=�u (6)

where rs and ru are corresponding occupancy variables
to the sigmoidal and unimodal functions, respectively. �
determines the curvature of the control functions. Their
graphical representations are shown in Fig. 1 and 2,
respectively. The curvature parameter, �, is substituted
for a transmission parameter of rate balance, Rb, which
represents the ratio of the number of bits transmitted
for a short period of time to the allocated number of
bits.

Rb =
coded

�

bitsj�t[bits] � picture
�

rate[frame=s]

channel
�

rate[bit=s]� number
�

of
�

picturesj�t[frames]
(7)

A constant scaling factor c is multiplied by Rb, Eqn. 5,
i.e. cRb is used instead of Rb, in order to make the shape
of the sigmoidal function appropriate for quantiser con-
trol. Here, c is set to 10 so that the curvature of the
sigmoidal functions appears to be a skewed-\S" shape.
In Figs. 1 and 2 the curves are shown for representative
Rb values, i.e. 0.5, 1, 1.5 and 3. The upper bound of Rb

depends on the bu�er size.
From Eqns. 1, 3, 5 and 6, the rate-distortion func-

tions, Ds(R) and Du(R), for the sigmoidal and unim-
odal functions can be derived and from Eqn. 3, R = RT

q�
,

replacing � with cRb in Eqns. 5 and 6:

qs =
1

1 + exp(�cRb(rs � 0:5))
(8)

qu = r1=Rb

u (9)

Since this derivation procedure aims to represent the
rate-distortion functions in terms of the occupancy and
the rate balance, in Eqn. 2 the long-term variance, �2x,
and the initial occupancy, r0, are set to 1 for simplicity
and eventually we achieve the following rate-distortion
functions expressed in terms of rs;u and Rb:

Ds(rs; Rb) = 2�2RT [1+exp(�cRb(rs�0:5))]r1=b (10)

Du(ru; Rb) = 2
�2

�
RT

r
1=Rb
u

�
r1=b (11)



b is a constant and rs and ru represent the sigmoidal
and unimodal occupancies, respectively. Fig. 3 shows,
in 3 dimensions, the resulting rate-distortion functions
depending on r and Rb. The z-axis represents the rel-
ative distortion with respect to �2x. Fig. 3(a) and (b)
refer to the transmission with a low bit rate, 768 kbit/s
or 0.202 bits per pixel (bpp).
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Figure 1: The sigmoidal quantiser control function.
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Figure 2: The unimodal quantiser control function.
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Figure 3: 3-dimensional representation of the rate-distortion

function, D(r;Rb), at 768 kbit/s. Surface plots variation with
rate balance, Rb, and occupancy, r.

The area of interest in these plots is the region with
lower Rb, say, smaller than 2 and the occupancy, r,
less than 80%, Fig. 3(a) (front view). In this area
Du(ru; Rb) appears to lie below Ds(rs; Rb). This sug-
gests that the unimodal function can provide more re-
duced distortion than the sigmoidal function. On the
other hand, ifRb is higher than 2, the sigmoidal function
shows a better distortion pro�le, Fig. 3(b) (rear view),
where the occupancy is lower than 50%. However, this
case is not considered as normal coding operation. The
results appear identical for the two di�erent transmis-
sion rates, 768 and 2048 kbit/s.

4 Controllability of the occupancy uctuation

Fluctuation in the bu�er occupancy is the second im-
portant performance criterion, since it has direct inu-
ence on the performance of rate control. The occupancy
uctuation can be de�ned as the instantaneous variation
of the occupancy, i.e. the second derivative of its trans-
mission parameters; the rate balance and quantiser step
size. The �rst derivative of the occupancy is the aver-
age occupancy for a relatively large interval of the para-
meter. Since the quantiser step size was expressed as a
function of rs;u and Rb, Eqn. 5 and 6, the uctuation,
fls for the sigmoidal and flu for the unimodal, become
the second partial derivatives as follows:

@2rs

@R2
b

= fls(Rb) ;
@2ru

@R2
b

= flu(Rb)

@2rs

@q2s
= fls(qs) ;

@2ru

@q2u
= flu(qu) (12)

These uctuation equations can also be depicted with
3-dimensional plots, as shown in Fig. 4.
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Figure 4: 3-dimensional representation of the rate balance uc-
tuation, fl(Rb), and the quantiser step size variation, flq.

The z-axis represents the relative uctuation in terms
either of the rate balance or of the quantiser step size.
The Rb value ranges from 0.5 to 4. The z-axis values are
theoretical ones which are useful to assess the perform-
ance of these functions. For the Rb uctuations, fls(Rb)
and flu(Rb), the unimodal function exhibits much smal-
ler variation than the sigmoidal functions for the same
ranges of the rate balance and the quantisation scale.
Note that the z-axis ranges of fls(Rb) and fls(qs) (sig-
moidal) are much wider than those of the unimodal. For



the quantisation scales, qs and qu, flu(qu) appears to
have a steady and smaller uctuation pro�le in compar-
ison to fls(qs). Thus, this leads to a judgement that the
unimodal control function should o�er superior control
of the video rate uctuation.

5 Numerical results

To verify these analysis results, the quantisation para-
meter equation of the MPEG2 TM5 was replaced by the
two quantisation control equations, i.e. Eqn. 5 and 6.
The rate balance, Rb, Eqn. 7, is determined by:

Rb =
c�bits�

t�bits�
(13)

where c�bits� and t�bits� represent the numbers of
coded and target bits allocated for the previous pic-
ture �, respectively. The value of Rb was clipped at 2.
Two di�erent channel rates were tested: 768 and 1024
kbit/s. Two video sequences were used: \Starwars" (300
frames) and \JFK" (330 frames). The image format is
MPEG SIF in which the picture size is 352 pixels (row)
by 240 lines (column). Table 1 summarises the perform-
ance, showing mean and standard deviation (std. dev.)
for the measures: peak signal-to-noise ratio (PSNR) for
the reconstructed luminance signals and the occupancy
for the 2 frames bu�er.
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Table 1: Mean and standard deviation of the peak SNR and oc-

cupancy performance measures for 2 video sequences at 3 trans-
mission rates with 2 rate control techniques where � highlights

bu�er overow.

TM5 represents the MPEG2 TM5 evaluation model.
Sigm. and Unim. represent the modi�ed TM5 versions
based on the sigmoidal and unimodal functions, dis-
cussed previously. Peak occupancy greater than 100%
means that bu�er overow has occurred. The Unim. ex-
hibits virtually the same PSNR as the other two meth-
ods for all the channel rates. On the other hand, the
occupancy shows very di�erent values. TM5 is least
able to control the occupancy uctuation. Unim. out-
performs Sigm. for all the channel rates by showing far

smaller uctuation in occupancy with the same video
quality. Note that Sigm. shows far larger uctuations
than Unim. and TM5 at 768 kbit/s. This implies that
Sigm. does not adequately control dramatic rate uctu-
ation when the rate balance has large values due to low
channel rate and dramatic scene changes. This agrees
with the analysis, presented in Section 4.
These simulations were conducted to investigate the

performance of the nonlinear quantiser control functions
by simply replacing the TM5's quantisation equation
with the sigmoidal and unimodal functions. However,
they can perform better when an integral rate con-
trol scheme is employed. The feed-forward, nonlinear
network-based or fuzzy logic-based scheme is an attract-
ive control scheme [7].

6 Conclusion

In this paper two nonlinear quantiser control functions
for MPEG video encoders have been analysed and com-
pared in a rate-distortion theoretic way. A unimodal
function was shown to provide better performance than
a sigmoidal function in both the rate-distortion aspect
and the controllability over video rate uctuation. This
was also con�rmed by conducting simulations on an
MPEG2 TM5 encoder for realistic video sequences. This
provides a useful approach to the analytic evaluation of
bu�er-quantiser control algorithms.
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